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   The Fisher’s scoring method is one of most popular iterative methods for seeking parameters in density functions 

from an observed data set. Compared to the Newton method, the computational complexity to evaluate derivative 

coefficient to proceed the iteration is small, especially when the data size is large. On the other hand, it is well known 

that the Fisher’s scoring method has a slower convergence speed than the Newton method. In this note, we present some 

improved method via 3rd order iterative methods for univariate non-linear equations. By showing some numerical 

result for the muon decay problem, it is shown the efficiency of the present modification. 

 

 

1. Introduction 

For the maximal likelihood problem, we employ some iterative method to seek an approximate value of the 

parameter such as the Newton method, EM algorithm and Fisher’s scoring algorithm. The EM algorithm is a robust 

iterative solution but slow convergence1). On the other hand, the Newton method is of 2nd order convergence but 

the convergence characteristics is local. The Fisher’s scoring algorithm is widely used a simplified Newton-type 

iterative method for this problem. The convergence rate of the Fisher’s scoring method is less than the Newton 

method. The Newton method has been modified to improve the convergence rate2-6). It is worth to discuss applying 

some modifications of the Newton method to the Fisher’s scoring iteration. We present three methods in this article. 

The muon decay, which is a one parameter problem, is utilized to examine the present methods, numerically. We 

discuss the efficiency of the present methods from numerical results. 

 

 

2. Fisher’s scoring algorithm 

  Let us explain the Fisher’s scoring algorithm for the one parameter case, briefly. The likelihood function is given 

by 

𝐿(𝛼) = ∏ 𝑓(𝑥𝑖|𝛼)𝑛
𝑖=1                                 (2.1) 

 

where 𝑓(𝑥|𝛼) is a density function. The log-likelihood is obtained such as 

 

ℓ(𝛼) = log 𝐿(𝛼)                                  (2.2) 

 

where ℓ(𝛼) is a smooth function. The derivative of the log-likelihood 
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𝑠(𝛼; 𝑋) =
𝑑

𝑑𝛼
 ℓ(𝛼) = ℓ′(𝛼)                                 (2.3) 

 

is named the score function, in which 𝑋 is the random observation. The problem is to determine the parameter 

value to maximize the log-likelihood function. In order to seek the point for the problem, we solve the equation 

 

ℓ′(𝛼) = 0 .                                     (2.4) 

 

 When we apply the Newton iteration to (2.4), we obtain the iteration 

 

𝛼𝑘+1 = 𝛼𝑘 − ℓ′(𝛼𝑘)/ℓ′′(𝛼𝑘)                            (2.5) 

 

where ℓ′′(𝛼) = 𝑑 ℓ′(𝛼)/𝑑𝛼.  

 Taking the expectation of ℓ′′(𝛼) we have the Fisher information 𝐼(𝛼) such as 

 

𝐼(𝛼) = −𝐸(ℓ′′(𝛼)) = − ∫ ℓ′′(𝛼)𝑓(𝑥|𝛼)𝑑𝑥
𝑏

𝑎
.                    (2.6) 

 

The Fisher’s scoring iteration is expressed as 

 

𝛼𝑘+1 = 𝛼𝑘 + ℓ′(𝛼𝑘)/𝐼(𝛼𝑘).                           (2.7) 

 

3. Muon decay 

In order to illustrate the computational process, we pick up the problem of the muon decay in the text book 1). 

The angle 𝜃 at in electrons are emitted muon decay has a distribution with the density: 

 

                              𝑓(𝑥|𝛼) =
1+𝛼𝑥

2
, −1 ≤ 𝑥 ≤ 1 and − 1 ≤ 𝛼 ≤ 1                  (3.1) 

 

where 𝑥 = cos 𝜃. Suppose that the number of data is 𝑛. The likelihood function is given by 

 

𝐿(𝛼) = ∏
1+𝛼𝑥𝑖

2

𝑛
𝑖=1   

 

then the log-likelihood is derived as 

 

ℓ(𝛼) = ∑ log(1 + 𝛼𝑥𝑖)
𝑛
𝑖=1 − 𝑛 log 2                       (3.2) 

 

Notice that −1 ≤ 𝛼𝑥𝑖 ≤ 1. ℓ(𝛼) is sufficient smooth to implement the Fisher’s scoring algorithm. Then we 

have 

 

ℓ′(𝛼) = ∑
𝑥𝑖

1+𝛼𝑥𝑖

𝑛
𝑖=1   

ℓ′′(𝛼) = − ∑
𝑥𝑖

2

(1+𝛼𝑥𝑖)2
𝑛
𝑖=1                               (3.3) 
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and 

 

𝐼(𝛼) = −𝐸(ℓ′′(𝛼)) = ∫ ∑
𝑥2

(1+𝛼𝑥)2
𝑛
𝑖=1

1+𝛼𝑥

2
𝑑𝑥

1

−1
= 𝑛 ∫

𝑥2

(1+𝛼𝑥)2

1+𝛼𝑥

2
𝑑𝑥

1

−1
  

=
𝑛

2
∫

𝑥2

1+𝛼𝑥
𝑑𝑥

1

−1
=

𝑛

2𝛼2 log
1+𝛼

1−𝛼
−

𝑛

𝛼2.                              (3.4) 

 

To procced the Newton iteration, it is necessary to evaluate ℓ′(𝛼) and ℓ′′(𝛼). By replacing ℓ′′(𝛼) to 𝐼(𝛼), 

We obtain the Fisher’s scoring algorithm. The evaluating cost of 𝐼(𝛼) is smaller than ℓ′′(𝛼). 

 

 

4. Two-Step methods 

For solving univariate nonlinear equation: 

 

𝒈(𝒙) = 𝟎,                                     (4.1) 

 

we consider some iterative methods based on the Newton mehod2,3): 

 

𝑥𝑘+1 = 𝑥𝑘 − 𝑔(𝑥𝑘)/𝑔′(𝑥𝑘).                            (4.2) 

 

A simple improving scheme is formulated as follow3-6): 

 

𝑦 = 𝑥𝑘 − 𝑔(𝑥𝑘)/𝑔′(𝑥𝑘),  𝑥𝑘+1 = 𝑦 − 𝑔(𝑦)/𝑔′(𝑥𝑘)                 (4.3) 

 

which is a two-step method with 3rd order convergence rate. It necessary to evaluate 𝑔(𝑥) twice in (4.3). Another 

modification is formulated by evaluating 𝑔′(𝑥) twice in the two steps. For instance, we have the following two-

step iteration: 

 

𝑦 = 𝑥𝑘 − 𝑔(𝑥𝑘)/𝑔′(𝑥𝑘),  𝑥𝑘+1 = 𝑦 − 2𝑔(𝑥𝑘)/[𝑔′(𝑥𝑘) + 𝑔′(𝑦)].            (4.4) 

 

 

5. Present methods 

  Let us present three methods in this section. Those are the two-step method like as (4.3) and (4.4).  

We present the following two-step methods: 

 

Method A :               𝛽 = 𝛼𝑘 + ℓ′(𝛼𝑘)/𝐼(𝛼𝑘),    𝛼𝑘+1 = 𝛽 + ℓ′(𝛽)/𝐼(𝛼𝑘) 

 

Method B:               𝛽 = 𝛼𝑘 + ℓ′(𝛼𝑘)/𝐼(𝛼𝑘),    𝛼𝑘+1 = 𝛽 + 2ℓ′(𝛼𝑘)/[𝐼(𝛼𝑘) + 𝐼(𝛽)] 

 

Method C:               𝛽 = 𝛼𝑘 + ℓ′(𝛼𝑘)/𝐼(𝛼𝑘),    𝛼𝑘+1 = 𝛽 + 6ℓ′(𝛼𝑘)/[5𝐼(𝛼𝑘) + 𝐼(𝛽)] 

 

 

6. Numerical experiments and conclusion 

  Let us examine proposed methods Method A, Method B and Method C. The test problem is the muon decay 

with the following the data1) : 
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X := [.41040018, .91061564, -.61106896, .39736684, .37997637, .34565436, 0.01906680, -.28765977, 

-.33169289, .99989810, -.35203164, .10360470, .30573300, .75283842,-.33736278, -.91455101, 

-.76222116, .27150040,-0.01257456, .68492778,-.72343908, .45530570, .86249107, .52578673,  

.14145264, .76645754, -.65536275, .12497668, .74971197, .53839119]. 

 

The starting value is 0.9 and the convergence criteria is |𝛼𝑘+1 − 𝛼𝑘| < 10−15. The number of iterations for each 

method becomes 

 

Fisher’s scoring: 14,  Method A: 8,  Method B: 12  and  Method C: 8. 

 

From the numerical experiment, Method A and Method C give least number of iterations among them. 𝐼(𝛽) is 

evaluated by (3.4) which is involved only the parameter and the number of data. On the other hand, Method A is 

necessary to evaluate ℓ′(𝛽) = ∑
𝑥𝑖

1+𝛽𝑥𝑖

𝑛
𝑖=1  which takes the sum about the data in each second step of iterations. 

Therefore, the computational cost of Method C is less than Method A . 
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