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Abstract

Statistical software VASPCA is developed for variable selection in principal compo-
nent analysis (PCA). Though this software intends to include a variety of selection
procedures proposed by some authors, this version performs variable selection proce-
dures using the idea of the modified PCA proposed by Tanaka and Mori ?. It has four
types of procedure, Backward, Forward, Backward-forward and Forward-backward
in which one variable is removed/added at each selection step. Their practical actions
are illustrated by applying them to a real data set.

1 Introduction

Principal component analysis (PCA) is a statistical method which reduces the
dimensionality of the space using appropriate components. It is stated that in many
applications it is desirable not only to reduce the dimension of space, but also to reduce
the number of variables that are considered or measured in the future. Suppose we
wish to apply PCA to make a small-dimensional rating scale which measures latent
traits. From the validity aspect, in order to gather important dimensions well, all the
variables should be included. On the other hand, from the aspect of practical applica-
tion, the number of variables should be as small as possible to avoid waste of time and
resources and difficult interpretation of components extracted from too many vari-
ables. Hence it is essential to reduce the number of variables as well as possible
without disturbing the original features.

The problems of variable selection in PCA have been studied by Jolliffe"??,
McCabe®, Krzanowski®®, Robert and Escoufier”, Mori, Tarumi and Tanaka®, Tana-
ka and Mori® and Mori, Tanaka and Tarumi!® among others. Jolliffe’s methods"??®
are based on the way to remain the variables related to important principal compo-
nents (PCs) or to reject those related to unimportant PCs by observing the eigenvalues
and the coefficients of the corresponding eigenvectors. McCabe’s methods® select
variables containing in some sense as much sample information as possible. Krzanows-
ki’'s method®® and Mori, Tarumi and Tanaka’s method® use the criteria based on
Procrustes Analysis and the RV -coefficient, respectively. The aim of their approaches
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is to select a subset of variables based on ordinary PCs using the selected variables in
such a way that they retain as much information as possible comparing with PCs using
all the variables. As against these two studies, Robert and Escoufier”, Tanaka and
Mori® and Mori, Tanaka and Tarumi'® discussed modified PCs which are computed
using not only a selected subset of variables but also information of unselected
variables to represent all the variables. Robert and Escoufier” stated that their idea
can be used to select a subset of variables, but no example was shown to illustrate their
approach. However, Tanaka and Mori® and Mori, Tanaka and Tarumi'® focused on
extracting such PCs and also discussed how to select a reasonable subset of variables
with some numerical examples. They called this type of PCA as the modified PCA (M.
PCA) to discriminate it from the ordinary PCA.

We have planed to develop a statistical software VASPCA (V Ariable Selection in
Principal Component Analysis) which selects a subset of variables automatically using
the above ideas for variable selection. In the present paper we show the first version
of this software in which selection procedures using the idea of M.PCA have been
programmed. The general formulation of M.PCA will be shown briefly in the next
section. Four stepwise selection procedures and their practical actions in applying
them to a real data set will be indicated in section 3 and 4, respectively. Concluding
remarks will be summarized in the final section.

2 Modified PCA

Suppose we have obtained a data matrix Y which consists of # observations and p
variables. If an original data set has qualitative variables, ¥ denotes its quantified
matrix obtained by appropriate quantification. In M.PCA this Y is represented by 7
PCs as well as possible, where » is preassigned and the PCs are linear combinations
of a subset of variables of Y. To derive such PCs, as discussed by Tanaka and Mori®?,
PCA of instrumental variables proposed by Rao'" is utilized by assigning the subset of
variables as instrumental variables. The formulation is as follows.

We wish to make » linear combinations Z = Y1 A which reproduce the original p
variables as well as possible, where Y is a subset of ¥ with ¢ (1 < ¢ < p) variables
and Aisa gx7r (1< 7 < g) coefficient matrix for the ¢ variables. Here A = (a,,...,
a,) is determined in such a way that y can be predicted as well as possible by means
of linear functions of z. Thus the predictive efficiency is maximized for y by using a
linear predictor in terms of z.

Let the covariance matrix of ¥ = (Y3, Y2) be S = (‘g: g:) The residual covarian-
ce matrix of y after subtracting the best linear predictor is expressed as

Sres = S—SI'A(A’SHA)_lA'Sl = S—Skeg,

where Si = (Su, Siz). Then the problem becomes to maximize Sges. If it is formulated
as the maximization problem of #(Ske) among other possibilities, a generalized
eigenvalue problem
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[(S1%+ Slzszl)—/lSu)]a =0 1)

is obtained. Let the g eigenvalues of (1) be ordered from the largest to the smallest as
A, As,...,Aq and the associated eigenvectors be denoted by ai, a,,...,as. Then, the solution
is expressed as A = (a,...,ar) and the maximized value of the criterion #(Skes) is
given by

max  t7(Skeg) = é As (2)
or the proportion of the original variations explained by the » PCs is given by
P =3 Adtr(S). 3)

Here we use this P as a criterion for maximization since it is easy to interpret.

When we apply the above method to standardized data rather than raw data, that
is, the covariance matrices in the above formulation are replaced by the corresponding
correlation matrices, the proportion P indicates the average squared multiple correla-
tion between each of the original variables and the » PCs.

3 Variable Selection Procedures in Modified PCA
Suppose we want to obtain the best subset of variables consisting of g variables. In
the meaning of M. PCA we can find the best subset by searching for one which has the
largest P value among all possible subsets of size gq. It provides the best PCs which
represent all the variables very well. Though it is the best way to compute P for all
the possible subsets, it is usually impractical due to high computing cost. Therefore, as
practical strategies we propose the following two-stage procedures of variable selec-
tion, Backward elimination, Forward selection, Backward-forward stepwise selection
and Forward-backward stepwise selection. These procedures are to remove or add
only one variable at each selection step, but it has been made clear by Mori, Tarumi
and Tanaka'? that P value based on the subset of variables selected by these proce-
dures are not different so much from the largest P which is provided using the best
subset of variables among all possible combinations.
Backward elimination
Stage A. Initial fixed-variable stage
A-1 Assign ¢ variables to subset Yi, usually ¢g: = p.
A-2 Solve the eigenvalue problem (EVP) (1).
A-3 Looking carefully at the eigenvalues and the proportions P, determine the
number 7 of PCs to be used.
A-4 Specify kernel variables which are always in Y}, if necessary. The number of
them is less than gq.
Stage B. Variable selection stage (backward)
B-1 Removing one of the ¢ variables in Y), make a temporary subset of size g—1,
and obtain the proportion P by solving the EVP (1). Repeat this for each
variable in Y, then obtain ¢ Ps. Find the best subset of size ¢ —1 which provides
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the largest P among the ¢ Ps and remove the corresponding variable from the
present subset of Yi. Put ¢: = g—1.
B-2 If both P and ¢ are larger than preassigned values, go back to B-1. Otherwise
stop.
Backward-forward stepwise selection
Stage A. Initial fixed-variable stage
A-1 to 4 Same as A-1 to 4 in Backward elimination.
Stage B. Variable selection stage (backward-forward)

B-1Puti:=1. .

B-2 Removing one of the ¢ variables in Y), make a temporary subset of size q—1,
and obtain the proportion P by solving the EVP (1). Repeat this for each
variable in Y}, then obtain ¢ Ps. Find the best subset of size g —1 which provides
the largest P (denoted by P:) among the ¢ Ps and remove the corresponding
variable from the present subset of Y;. Put ¢: = ¢—1.

B-3 If both P and ¢ are larger than preassigned values, go to B-4. Otherwise stop.

B-4 Removing one of the ¢ variables in Y}, make a temporary subset of size ¢g—1,
and obtain the proportion P by solving the EVP (1). Repeat this for each
variable in Y, then obtain ¢ Ps. Find the best subset of size ¢ —1 which provides
the largest P (denoted by P:.1) among the ¢ Ps and remove the corresponding
variable from the present subset of Yi. Put ¢: = ¢—1.

B-5 Adding one of the p—g¢ variable in Y to ¥i, make a temporary subset of size
g+1 and obtain the proportion P by solving the EVP (1). Repeat this for each
variable in Yz except for the variable removed in B-4, then obtain p—g¢—1 Ps.
Find the best subset of size ¢+ 1 which provides the largest P (denoted by Piemp)
among the p—g—1 Ps.

B-6 If P; < Premp, add the variable found in B-5to Y}, put P = Pemp, ¢q: = g+1 and
i: = i—1, and go back to B-5. Otherwise put i: = i+1 and go back to B-4.

Forward selection
Stage A. Initial fixed-variable stage

A-1 to 3 Same as A-1 to 3 in Backward elimination.

A-4 Here g(q = r) is redefined as the number of kernel variables. Assign g vari-
ables to subset Y. If there is no specified subset of variables to be assigned to
Y1, putting ¢g: = 7, the ¢ variables which provide the largest P among all
possible subsets of size g are assigned.

Stage B. Variable selection stage (forward)

B-1 Adding one of the p— g variables in ¥z to Y;, make a temporary subset of size
g+1 and obtain the proportion P by solving the EVP (1). Repeat this for each
variable in Y;, then obtain p—¢ Ps. Find the best subset of size ¢+1 which
provides the largest P among the p—g Ps and add the corresponding variable
to the present subset of Yi. Put ¢: = g+1.

B-2 If both.P and ¢ are smaller than preassigned values, go back to B-1. Otherwise
stop.
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Forward-backward stepwise selection
Stage A. Initial fixed-variable stage

A-1to 4 Same as A-1 to 4 in Forward selection.
Stage B. Variable selection stage (forward-backward)

B-1 Put i: = 1.

B-2 Adding one of the p— ¢ variables in Y2 to Y:, make a temporary subset of size
g+1 and obtain the proportion P by solving the EVP (1). Repeat this for each
variable in Y., then obtain p—g Ps. Find the best subset of size g+1 which
provides the largest P (denoted by P;) among the p—¢q Ps and add the corre-
sponding variable to the present subset of Yi. Put ¢: = g+1.

B-3 If both P and ¢ are smaller than preassigned values, go to B-4. Otherwise stop.

B-4 Adding one of the p—¢q variables in Y>to Y1, make a temporary subset of size
g+1 and obtain the proportion P by solving the EVP (1). Repeat this for each
variable in Y, then obtain p—¢q Ps. Find the best subset of size ¢+1 which
provides the largest P (denoted by P:.1) among the p—g Ps and add the
corresponding variable to the present subset of Y. Put ¢: = g+1.

B-5 Removing one of the ¢ variables in Y;, make a temporary subset of size g—1
and obtain the proportion P by solving the EVP (1). Repeat this for each
variable in Y: except for the variable added in B-4, then obtain ¢—1 Ps. Find
the best subset of size ¢—1 which provides the largest P (denoted by Premp)
among the g—1 Ps.

B-6 If P; < Piemp, remove the variable found in B-5 from Y, put Pi: = Premp, q: =
g—1and 7: = 7—1, and go back to B-5. Otherwise put 7: = {+1 and go back to
B-4.

4 Statistical Software VASPCA

Statistical software VASPCA has been developed in Microsoft Visual Basic to
perform variable selection in PCA. This version can select a reasonable subset of
variables using the idea of M.PCA. The flow is as follows (Fig. 1).
1) Data entry and preliminary analysis

1-1) The users open a data file or input data on a spreadsheet.

1-2) On the users’ demand VASPCA can compute basic statistics. If the data has
qualitative variables and the users want to quantify them before selection,
VASPCA can perform quantification with the alternating least square method
(Young et.al'®. As for M.PCA for qualitative data, see Mori, Tanaka and
Tarumi'?).

2) First stage (Initial fixed-variable stage)

2-1) The users select one of variable selection methods. Here is only Modified PCA.

2-2) The users determine which type of matrix to be used, covariance or correlation.

2-3) If necessary, the users assign g variables to Y; (that is, p—¢ ones to Y3), and
specify kernel variables in Y.

2-4) Based on the above conditions VASPCA solves the EVP (1) of Y = (Y3, Y2) and
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Fig. 1 Flow of variable selection based on M. PCA in VASPCA.

indicates the eigenvalues with their scree graph. Looking at these outputs the
users specify the number » of PCs to be used.
3) Second stage (Variable selection stage)

3-1) The users select a variable selection procedure from “Backward”, “Backward-
forward”, “Forward” or “Forward-backward”. Though they can select “All
possible” procedure optionally, an alert message to high computational costs is
indicated when it is selected.

3-2) The users input selection conditions, i.e., preassigned values of ¢ and P just like
as a stopping criterion.

3-3) The users specify options on “Basic outputs” and “Additional outputs”. As for
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“Basic outputs”, VASPCA outputs the number of variables in Y¥;, P value,
selected variable labels and removed ones as default, and P values explained by
all PCs as option. As for “Additional outputs”, it can output P values,
eigenvalues, PC scores and correlation loadings in every computation step. All
the outputs can be saved in a file. The users can also determine whether the
report of selection process is displayed or not.

3-4) Based on the above conditions VASPCA executes the selection procedure. In
computation it reports the selection process on a form when “Report of selection
process” is selected in 3-3. Satisfying the stopping criteria, it displays a sum-
mary of results and additional outputs. The users can draw an index plot of P
(or P based on all PCs) in the summary table. On the graph, the number of
variables in Yi, P values, selected variable labels and removed ones can be
indicated at every point interactively. Looking at these outputs, the users specify
the number of variables and which subset of variables should be used. After that
the user can go back to 2-1) or 3-1) and retry to find a reasonable subset of
variables.

Here we illustrate the practical actions of VASPCA by applying it to the data
gathered for the purpose of making a rating scale to measure the seriousness of mild
disturbance of consciousness (MDOC) due to head injury and other lesions (Sano et
al.''9). The data set consists of 87 individuals and 25 qualitative variables (test items,
four points scale). According to the previous studies!*'® VASPCA is applied to a 23
variables-2 PCs model. All the figures indicating actions of VASPCA are obtained
from English version, but we can also use Japanese version.

All the variables of this data are qualitative, then we quantified them by applying
‘Quantification’ in “Data” menu before proceeding to the first stage.

In the first stage we selected ‘Modified PCA’ in “Method” menu (Fig. 2; The
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Fig. 2 Data entry and selecting method (All the veriables have been quantified).



336 Yuichi Mori

Hf—ll’fs

-0.1650283
09359085 -
-0.1650283

-0.9330085 -
~ §-09380086 -

T reen _ [Gehmmteind LT T T T 4
Fig. 3 Assigning variables to Y, and Y-.

N S o T hos 100
144878 15)'0 08400 077688 06348 0.880 hhos 1035

628602 09.3889 734701 708623 79.8830 628424 - hos 103

r |

&1 o5 08601
bzs 103
h25 -0.56601
[325  1.03%
"h78 -osse0 i
bzs  1.03x
476 -0:86601
476 086001

Fig. 5 Results of the initial stage. VASPCA displays eigenvalues with their scree
graph obtained by solving EVP (1) with the variable pattern set in Fig. 3 and
4. The users click ‘Execute’ button after specifying the number of PCs.
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Fig. 7 Inputting conditions for selection.

Fig. 8 Specifying output options.
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Fig. 9 Report of selecting process. The number of step, ¢, P and selected/removed
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Fig. 11 An index plot of P value. The number g, P value, selected variable labels and
unselected ones can be indicated at any point highlighted by users’ mouse instruction.
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variables have been already quantified). Selecting ‘correlation matrix’ and assigning no
variables to Y; and to kernels (Fig. 3 and 4), we clicked ‘Execute’ button to obtain the
results of the first stage (Fig. 5). Looking at Fig. 5 and following the previous studied
we specified two PCs and clicked at ‘Next stage’ button.

In the second staged, we selected ‘Backward-forward’ procedure (Fig. 6) and inputted
no specified condition for stopping criteria (Fig. 7) and outputs (Fig. 8). This means that
selection procedure starts when the number of variables is 23 and continues until it
becomes 2. Clicking ‘Execute’ button, VASPCA started stepwise selection and dis-
played the process of selection (Fig. 9). When the selection was done, VASPCA
indicated a summary of selection (Fig. 10). We drew an index plot of P and observed
P values at some points highlighted by mouse (Fig. 11). Based on these results we can
make the decisions, for example, such that the 11 or 10 selected variables instead of all
the 23 ones can be used to extract PCs as a two-dimensional scale in the future
investigations because the loss of information is almost negligible by removing 12 or
13 variables among 23.

5 Concluding Remarks
Statistical software VASPCA has been developed to select a reasonable subset of

variables using a variety of selection ideas in PCA. By programming these ideas in one

package it becomes possible to apply variable selection in PCA easily in the real
situation. In the present paper selection procedures based on M.PCA are illustrated
with the practical actions and results when they are applied to MDOC data..

Here we shall show some considerations to extend this software as future problems.

(1) Since this version deals with only selection procedures based on the M.PCA, other
selection methods mentioned in section 1 should be included in VASPCA.

(2) To improve usefulness of the software, it is desirable to provide some easy and
visual functions in VASPCA such as to compare PC scores, correlation loadings and
other information computed using the selected subset of variables with those using
other subset. Furthermore optional instructions for beginners and rich helps are
convenient.

(3) It is necessary to propose a strategy to determine the reasonable number g of
variables to be used.

(4) It is also important to suggest to the users which procedure is suitable for each of
several problems in the practical situation.
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